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Abstract
Three-dimensional full-wave electromagnetic analysis of a travelling-wave
heterojunction phototransistor (HPT) is presented. Employing the
finite-difference time-domain method and run on a fast, parallel processing
machine the simulation herein allowed, for the first time to our knowledge,
the simultaneous investigation of the optical and electrical characteristics of
the travelling-wave structure. Snapshots of the field propagation inside the
device provide valuable insight into its passive behaviour and conclusively
demonstrate the velocity mismatch between the optical wave and the
photogenerated electrical signal. Numerical results are presented for the
device’s output characteristic impedance, photocurrent and effective
refractive indices of the optical and electrical signal that quantify the
difference in the velocities of the two waves. Moreover, results obtained
from the method’s initial test in the simulation of an asymmetric planar
optical waveguide, similar to the one integrated within the HPT’s structure,
compare very favourably with the theory.

1. Introduction

The advanced development of telecommunications and the
extensive demand for faster and more efficient communication
schemes have been of great interest over the past years.
Amongst the different systems of communications available
and being developed, radio over fibre has proved to be very
attractive for backbones in future mobile/wireless systems in
terms of bandwidth and cost effectiveness. The potential
transmission bandwidth is virtually unlimited and insertion
losses are small compared with alternative transmission
schemes.

For over two decades, the use of heterojunction
phototransistors has attracted the interest of research groups
since they combine the functions of photodetection and
amplification in a single chip [1–7]. Normal and edge
illuminated heterojunction phototransistors (HPTs) have been
fabricated and tested, and although remarkable performance
has been achieved, the RC time constant limiting factor is still
present limiting their usable bandwidth. A travelling-wave
(TW) structure where the optical waveguide is coupled into a

coplanar waveguide eliminates this problem by the distributed
nature of inductance and capacitance in the structure.
This results in high-frequency response limited mainly by
the velocity mismatch between the optical wave and the
photogenerated electrical signal, as well as by the transit time
of the carriers across the absorption region and the mismatch
between the characteristic impedance of the electrical
equivalent line and the terminating impedance [8–10].

Although such TW-structures have been reported in
the literature their development is still ongoing (so far
usable bandwidths of some tens of gigahertz have been
achieved [11, 12]) and, in order to understand their behaviour,
a thorough analysis and modelling are essential. It is the
objective of this paper to numerically analyse this type
of devices using a general method for numerically solving
the time-dependent Maxwell equations in media that is
structured on the scale of wavelength. To this end, the
finite-difference time-domain (FTD) method was chosen since
it has been proved to be very useful and accurate in a
variety of applications involving complex electromagnetic
structures [13].
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Figure 1. The structure of an asymmetric, planar slab waveguide
along with the coordinate system used for its study.

Figure 2. The waveguide/PML geometry used in the FDTD
simulations. The conductivity of the PML in each dielectric region,
SMAXi, is suitably scaled to maintain a well-posed formulation.

This paper describes the application of the 3D full-
wave field-solver to a novel coplanar waveguide (CPW)
InP travelling-wave heterojunction phototransistor (TW-HPT)
structure and presents numerical results for the output
photocurrent, characteristic impedance, electrical losses as
well as electrical and optical dispersion. Snapshots of the field
propagation inside the device provide useful and illuminating
insight into its passive behaviour and clearly demonstrate the
velocity mismatch between the optical wave and the electrical
signal it generates.

The organization of the paper is the following. The
device used herein utilizes a separate waveguide layer made
up of quaternary In0.53Al0.2Ga0.27As material. Its simulation
is presented in section 2. Section 3 explains the theory
behind the operation of conventional and TW-HPTs, including
the structure used in this work. Numerical results and
computational details from the FDTD simulation are shown in
section 4. Finally, section 5 summarizes the paper presenting
the main conclusions of the present study.

2. FDTD simulation of the asymmetric planar slab
waveguide

To calibrate and test the accuracy of the method it was first used
in the simulation of the asymmetric planar slab waveguide
illustrated in figures 1 and 2. The coordinate system that is
usually employed for the analysis of optical waveguides [14]
is also adopted here for our numerical simulations. The
guided eigenmodes in the dielectric heterostructure are

assumed, throughout the following analysis, to travel along
the z-axis. This structure is a particular case of an
isotropic planar dielectric waveguide that is a crucial part
of the travelling-wave phototransistor, as described later in
sections 3 and 4.

The waveguide consists of a 1.515 µm InAlGaAs film of
high refractive index sandwiched between an InP layer (cover)
and a Si-doped InP layer (substrate). The optical parameters of
each layer for this initial 2D simulation are shown in figure 2.
The waveguide length is 30 µm and, due to its considerable
width (more than 20 µm), the problem is essentially two-
dimensional. For the FDTD simulation, the whole structure
is surrounded by a properly modified split perfectly matched
layer (PML) in order to accommodate the changes in the
refractive indices [15]. Note that, for reasons of comparing
the numerical results with closed-form analytical solutions,
the absorption coefficient of the i-InAlGaAs layer has not been
included in the analysis at this stage but has been incorporated
into the 3D field-solver used for the simulation of the TW-HPT,
as described later in section 4.

The cell that we used in the FDTD simulations was
rectangular, with dimensions dx = 30 nm and dz = 15 nm.
The time step was chosen equal to dt = 0.035 fs, satisfying
the Courant stability criterion. The main computational space
was composed of 1000 × 301 cells, while the number of PML
cells in the x- and z-axis were 4 and 10, respectively. For
excitation we used a Gaussian pulse modulating a sinusoidal
carrier. The carrier wave frequency was set to f0 = 150 THz
and the full-width at half-maximum (FWHM) was 76 THz.
The excitation was applied on the Hy component and the
fundamental eigenmode profile was used, which is given by

Hy (x) =




Aexp(−γcx), x � 0,

A[cos(κfx) − (nf/nc)
2(γc/κf) sin(κfx)]

−h � x � 0,

A[cos(κfh) + (nf/nc)
2(γc/γf) sin(κfh)]

× exp[γs(x + h)] x � −h,

(1)

where A is the amplitude at the x = 0 interface (figure 1)
and γc, γs, κf refer to the attenuation coefficients in the
cover/substrate and to the transverse component of the wave-
vector k in the guiding film, respectively.

By numerically solving the strongly nonlinear charac-
teristic equation for the TM modes [16] for h = 1.515 µm
and for the pulse’ s spectrum central frequency f0, we ob-
tained κf0

∼= 1.6154 × 106m−1, β0
∼= 1.1162 × 107m−1,

γs0
∼= 3.0364×106m−1 and γc0

∼= 5.0411×106m−1, where the
subscript "0" denotes that we are referring to the fundamental
mode.

Since the numerical excitation spatially overlaps the
desired mode profile very closely, we should expect only
this fundamental eigenmode to be excited by the impulsive
source [16]. Figures 3(a) and (b) show only one mode being
generated which travels along the central dielectric film (z-
axis). Moreover, we note that no reflection took place at the left
end of the computational space, which confirms the excellent
effectiveness of the modified PML.

Finally, based on our 2D-FDTD simulation, we calculated
the longitudinal propagation constant β of the fundamental
mode as a function of frequency and we compared
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Figure 3. Snapshots of the Gaussian pulse, modulating the sinusoidal carrier, at the time steps (a) n = 7000 and (b) n = 10000. We note
that the pulse is guided along the central film and only a small portion leaks in the surrounding layers. The pulse’s leakage in the substrate is
also higher due to the smaller difference in the refractive indices between film and substrate rather than between film and cover.

the numerical results with the theoretical values obtained
from [17]. The methodology in this analysis [13, 18]
is the following: if V (t, zi) denotes the waveform of an
electromagnetic field component at z = zi and V (t, zj ) is
the corresponding waveform at z = zj then the complex
propagation constant γ (ω) = α(ω) + jβ(ω) can be calculated
using the relation

γ (ω) = 1

d
ln

{
FT[V (t, zi)]

FT[V (t, zij)]

}
, (2)

where d = zj − zi , and FT[ ] denotes the Fourier transform
operator. The real and imaginary parts of γ represent field
attenuation constant and phase constant, respectively. Any
two observation points located along the longitudinal axis of
the core can be chosen to record Hy− or Ez− field data as the
pulse propagates. Upon dividing the fast Fourier transforms
(FFTs) of the two time series and then isolating the imaginary
part, β was computed over the frequency range 30–300 THz,
as illustrated in figure 4. We note that there is very good
agreement between the theoretical and the FDTD-computed
results. It is further seen that with increasing frequency,
the numerical data start deviating from the exact, theoretical
values. This is reasonable since the higher frequencies
correspond to smaller wavelengths that cannot be sampled
by our space cell as effectively as those that correspond
to the lower frequency range of the pulse’s spectrum.
Therefore, the error is anticipated to increase at higher
frequencies.

3. Conventional and travelling-wave heterojunction
phototransistors

In a heterojunction phototransistor the exhibited optical gain
can be explained via normal bipolar junction transistor (BJT)
action. Figure 5 shows the energy band diagram of a
conventional HPT and illustrates its operation. The detection
of light in this device can be theoretically explained in the
following way: the incident light, shown in figure 5, passes
unaffected through the wider band-gap emitter and is absorbed
in the base, the depletion region between base and collector
and in the bulk collector. As can be seen, the photogenerated
holes within and close to the base–collector depletion region
are easily swept down the potential ‘hill’ and they reach the
base region. Because more holes enter the p-doped base region,
the forward bias of the base–emitter junction increases. This,
in effect, results in the injection of an even larger number
of electrons from emitter to base. A significant amount of
photocurrent gain can be achieved in this way.

A key feature of an HPT is the use of a wider
band-gap emitter. The reason for this is that the emitter
injection efficiency can be increased without a corresponding
requirement of emitter doping. If we did not employ the
conduction-band offset in InP/InGaAs HPTs, it would be
necessary to use lightly doped material for the base region
(in order to make the ratio inE/ipE , in figure 5, suitably large)
and heavily doped material for the emitter to maintain a high
value of its injection efficiency. However, the requirement
of light base doping creates a number of problems, such as
high base resistance and lateral bias effects, contributing to
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Figure 4. Comparison of FDTD-computed and theoretical values for the propagation constant β of the fundamental TM0 mode propagating
in the optical waveguide under consideration.

Figure 5. The energy-band diagram of a conventional
heterojunction phototransistor (HPT). Also shown are the various
current components and the carriers’ potential barriers qVn

(electrons) and qVp (holes).

nonuniform emitter current flow paths, known as ‘emitter
crowding effects’, which must be solved by emitter and base
contact interdigitation.

From the above discussion it is evident that a more suitable
phototransistor for high unit current gain frequency, fT, would
have a heavily doped base and a lightly doped emitter. In an
HPT we can achieve that by making the potential barrier for
electron injection (qVn in figure 5) smaller than the hole barrier
(qVp). We can, then, approximate the dependence of carrier

injection across the emitter as [19, 20]

In

Ip

∝ LpDnND

WbDpNA

e�Eg/kT , (3)

where ND/NA is the emitter/base doping ratio, Lp is the
diffusion length of holes in the emitter, Wb is the base width
and Dn/Dp is the ratio of electron/hole diffusion constants.
For a homojunction phototransistor �Eg is zero; hence the
improvement factor created by the heterostructure is seen to
be exp(�Eg/kT ). This factor is normally quite large in
size. For example, if �Eg is 0.2 eV and kT is 0.026 eV
at room temperature then the factor exp(�Eg/kT ) is about
3000. This allows us to choose the doping characteristics for
lower base resistance and emitter–base junction capacitance.
In particular, we can choose a heavily doped base to reduce the
base resistance and a lightly doped emitter to reduce junction
capacitance.

One of the drawbacks that the conventional, lumped-
element HPT has is its inability to handle large optical power
levels at high-frequency range (above a few tens of gigahertz).
This is because in lumped-element HPTs the dimensions of
the devices need to be scaled down in order to reduce the
transit time that the photogenerated carriers need until they
are collected at the two opposite contacts. However, the
small devices tend to saturate at low input optical power levels
because of small absorption volume [12, 21].

Similarly to the case of photodetectors [8–10], the
‘travelling-wave’ concept has been recently proposed and
successfully demonstrated as a means of overcoming the
aforementioned problem [11, 12]. In the approach first
suggested in [11], light was coupled into a polyamide
waveguide sitting on top of the HPT’s active region. While
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Figure 6. A cross section of the TW-HPT that was simulated with the 3D-FDTD method. The geometrical features of the layers are not
drawn to scale. More information about the geometrical and optical properties of each layer is found in section 4 (figure 7 and table 1).

travelling inside the optical waveguide, the optical pulse was
absorbed by the lower semiconductor layers (the first of
which was the BJT’s emitter, as in figure 5) in a distributive
way. Electron/hole pairs and a corresponding electrical pulse
were, therefore, generated inside the base, base–collector
depletion region and bulk collector region, as in a conventional
HPT, and optical gain was achieved in a similar fashion
with the one that was described at the beginning of the
section. Furthermore, similarly to the case of travelling-wave
photodetectors (TWPDs), the main bandwidth limitation is
due to the velocity mismatch between the optical wave and
the photogenerated electrical signal, which suggests that very
high bandwidths can be attained with a proper design of the
electrical transmission line.

The TW-HPT that was simulated with the FDTD method
here is based on an inverted version of the structure reported
in [12] and is illustrated in figure 6. In this design
the waveguide is embedded inside the semiconductor layer
configuration. This allows for a more flexible design
since the phototransistor is grown on top of the optical
waveguide, allowing for different transistor configurations to
be implemented, thereby improving the overall performance of
the device and achieving the desired response. Here, the optical
waveguide consists of a 1.5 µm thick In0.53Al0.2Ga0.27As layer
followed by a thin InP layer, which acts as the sub-collector and
ground plane for the electrical waveguide of the structure. The
design of the quaternary In0.53Al0.2Ga0.27As optical waveguide
is such that approximately 10% of the guided light is coupled
evanescently into the InGaAs base and collector region of
the phototransistor. The rest of the device is based on a
conventional HPT design [1–7].

4. Full-wave simulation of the travelling-wave HPT

In the following analysis the three-dimensional FDTD-
simulation of the travelling-wave heterojunction phototransis-
tor, shown in figure 6, will be described. The geometry of the
heterostructure necessitates the use of effective permittivities

Table 1. Permittivity and conductivity data for the layers of the
TW-HPT.

εr σ, S/m

Si InP 12.46 0
InAlGaAs waveguide 12.8881 0
InP sub-collector 12.46 160 200
InGaAs collector 13.88 162.6
InGaAs base 13.88 14 420
InGaAs spacer 13.88 0
InP emitter 12.46 29 480
InP cap 12.46 160 200
InGaAs cap 13.88 253 100

at the interfaces of the dielectrics and ‘special’ schemes for the
incorporation of very thin material sheets into the electromag-
netic model. Both schemes were used without any instabilities
occurring during the time-domain simulation.

We shall begin by showing how the device was
"discretized" within FDTD’s framework of analysis and how
the formulation of the aforesaid ‘special’ techniques was
carried out. We will continue by concisely mentioning the
methodology with which important circuit parameters can be
obtained from the field-data that FDTD calculates. Finally,
snapshots of the field propagation inside the device, as well as
numerical results, will provide useful and illuminating insight
into the device’s operation and will verify the accuracy and
usefulness of our passive numerical analysis.

4.1. Device geometry and FDTD formulation

The device structure and details of the FDTD discretization
are shown in figure 7 and table 1 lists the material parameters
of each layer. In this study, the cell dimensions were �x =
�y = 0.05 µm, �z = 0.1 µm and �t = 0.02 fs was chosen
for numerical stability reasons. The Mur absorbing boundary
condition (ABC) was applied at the five boundaries of the
computational space [13] and the ‘magnetic wall’ was used at
the plane y = 0. The optical source was a Gaussian pulse with
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Figure 7. An xy-plane view of the TW-HPT used in the FDTD simulation. Each material layer is given a distinct number for
computer-coded reasons. Also, the exact number of cells in this cross-sectional plane is shown.

Figure 8. Vertical electric field distribution, Ex , of the fundamental E11
x eigenmode, calculated with the fully-vectorial mode-solver used

in [28]. The cross section over which the calculation was made exactly matches that of figure 6. Also shown is the number of grid points in
each axis.

parameters n0 = 7 fs, ndecay = 95 fs [13] (FWHM 38 THz) and
was assigned to the Ex-field components at cells (i, j) = (24–
25, 50–51) in the z = 45 plane (see figure 7), i.e. light was
assumed to be incident from a thin optical fibre, exciting quasi-
TM eigenmodes inside the optical waveguide.

For the FDTD implementation, second-order effective
permittivity schemes were used at the interfaces of the various

dielectrics (including air) [22]. Furthermore, very thin material
sheets InP cap and InGaAs spacer of thicknesses d1 = 0.01 µm
and d2 = 0.005 µm, respectively, were incorporated into the
FDTD algorithm without any instabilities occurring. For the
sake of brevity, only the values used for averaged permittivity
and conductivity in updating Ey and Ez located exactly at the
InGaAs cap/InP emitter interface are described in detail and
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these are given by

εavg1 =
[(

1

2
− d1

�x

)
εr, InGaAs +

(
1

2
+

d1

�x

)
εr, InP

]
ε0 (4)

and

σavg1 =
(

1

2
− d1

�x

)
σInGaAs−Cap +

d1

�x
σInP−Cap +

σInP−Emitter

2
.

(5)

4.2. Calculation of optical and electrical parameters within
the FDTD method

The methodology for the calculation of the usual circuit
quantities of voltage, current and impedance from the full-
vector E- and H-field distributions in time and space that the
FDTD method provides are discussed in [13]. Voltages and
currents in the time-domain are obtained by taking the line
integral of the electric field between the signal and ground
electrodes and by taking the closed integral of the magnetic
field around the signal electrode, respectively:

V (t, zi) =
∫ ground electrode

signal electrode
E · ds, (6)

I (t, zi) =
∮

signal electrode
H · ds. (7)

The time-domain propagator also allows us to calculate
electrical losses and effective refractive index of both the
optical wave and the electrical signal. The salient features
of this methodology are mentioned in section 2, where the
derivation of the complex propagation constant γ (ω) is
highlighted. As an extension of what we said there, we can
define the effective dielectric constant, εeff , as

εeff (ω) = β2 (ω)

ω2µ0
, (8)

based on which the effective refractive index versus frequency
can be obtained

neff (ω) =
[
εeff (ω) µr

ε0

]1/2

. (9)

Equations (2) and (9) can be used for both the optical wave
and the electrical signal depending on whether the fixed
observation points are inside the optical or the electrical
waveguide. Thus, numerical results for the absorption of the
optical field, electrical losses and the group velocities of the
two waves can be promptly obtained.

4.3. Simulation results and discussions

The 3D-FDTD simulation enables us to consider passive-
layer absorption, non-degenerate leaky mode-coupling [12],
electrical and optical dispersion and velocity mismatch all
together. In the microwave photonics area and for the
simulation of photodetectors in particular [23, 24], the usual
approach for source modelling is to define a photocurrent
source at specific grid points. In this manner, regardless of
the optical waveguide properties, the presence of propagating
optical waves is incorporated into the FDTD algorithm by

means of photogenerated current density in the transverse
direction that is produced by photogenerated carriers given by

Jtransverse (z) = qλ

hcWi


α0P0e−
α0z, (10)

where q is the elementary charge, Wi the width of the
signal electrode, 
 the optical confinement factor, α0 the
optical power absorption coefficient and P0 the incident photon
flux. Similarly, in commercial simulation packages, such
as ATLASTM device simulation software of Silvaco [25], a
photogeneration rate is defined at each grid point along the ray
path, based on which an expression similar to (10) is derived for
photocurrent density. While this approach is valid and can lead
to accurate results for lumped-element photodetectors, it is not
immediately appropriate for a TW structure because it does
not directly allow for the possibility that more modes than one
may propagate along the optical waveguide. When the planar
dielectric waveguide is not single-mode, this results in the
number and nature of excited optical modes, e.g. with a usual
butt-coupling approach, not being included in the analysis [26].
Therefore, the optical power distribution in the direction of
current flow, hence the spatial variation of electron/hole pairs
generation, cannot be properly accounted for.

In order to simulate the propagation of the optical wave
in such a structure, the source (usually Gaussian) must be
assigned to one of the electric or magnetic field components
inside the optical waveguide and the bandwidth of the
excitation pulse should be well within the optical range of
the signal spectrum [27]. More importantly, the very small
wavelengths present in the simulation domain necessitate the
use of even smaller cell-dimensions for the compensation of
numerical dispersion [13]. This is the reason for using a large
3D space lattice (60 × 250 × 450 cells, figure 7) composed of
very small cells (maximum dimension 0.1 µm) in the FDTD
simulation. Moreover, the several tens of thousands of time
steps needed to fully evolve the device’s impulse response and
to acquire the necessary frequency-domain information mean
that we need to resort to a supercomputer, in order to run the
simulation in a reasonable amount of time (typically several
hours).

A preliminary simulation of the 3D rectangular optical
waveguide was carried out to identify and monitor the location
where the maxima of the first two Ex modes occurred, since
in the present dynamical model the modes are not formed
instantaneously. It was found that almost all field energy was
launched into these two modes. In the 3D FDTD simulation
of the TW-HPT, each mode inside the i-layer, conveying
field energy, Jsource−j , (j = 1, 2) [13] was then allowed to
decay with distance, z, according to (10). The absorption
coefficient was fixed to 7×103 cm−1 [26] and the optical power
confinement factor for the two modes was 
1 = 0.976 27
and 
2 = 0.936 27, calculated first with the effective-index
method and refined afterwards with a robust fully-vectorial
mode-solving technique [28]. An exemplary result of this
calculation, showing the distribution over the TW-HPT’s cross
section of the dominant component of the E11

x eigenmode,
is illustrated in figure 8. Particularly for the quantitative
investigation of the velocity mismatch between optical and
electrical waves, such an approach is essential and sufficient.
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Figure 9. Snapshots of the Ex-field spatial distribution at the z = 51 plane at three time steps. (a) This clearly shows the presence of two
pairs of pulses; the pulses on the left hand are about to be reflected. (b) In this snapshot the pulses have been reflected. In practical
TW-HPTs, a reverse termination is usually used to absorb the electrical signal travelling in the reverse direction. (c) Studying the right-hand
pair of pulses, the electrical pulse clearly lags significantly owing to velocity mismatch.

Figure 9 illustrates three successive snapshots of the Ex

spatial distribution at the plane z = 51, which is perpendicular
to the middle of the central metallic strip of figure 7. The layout
of the device is clearly seen in figure 9(a), with the InP sub-
collector separating the optical and electrical waves. These
snapshots conclusively demonstrate the velocity mismatch
between the optical and the photogenerated electrical pulse,
the split of the electrical pulse into two equal parts travelling
in opposite directions and the resulting waste of 50% of the
photocurrent (if the reverse wave is terminated). The reflection
of the electrical wave at the device’s input results in two
components for the total current. Figure 10 shows the extracted
effective refractive indices for the optical and electrical waves.
It is found that nopt.

∼= 3.01 and nelect.
∼= 3.2, which agree with

the visual evidence of velocity-mismatch shown in figure 9.
Note that, herein, the velocity mismatch between the optical
wave and the electrical transmission line is smaller than the
one reported in [12], calculated there at 1.3 µm free-space
wavelength.

Based on the methodology mentioned in section 4.2
the 3D-FDTD model was further applied for the calculation
of photocurrent at various cells along the HPT (z-axis), as
illustrated in figure 11. The simulation correctly predicts
the attenuation of the photocurrent’s amplitude with distance
owing to microwave losses. It is seen that while the major
current-pulse propagates through the top metallic contact its
amplitude decreases mainly because of electromagnetic energy
loss to conducting electrons. It also broadens out owing
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Figure 10. Effective refractive indices of the optical and electrical waves. There is a dc-offset in low frequencies and the peaks are due to
multimodal propagation.
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Figure 11. Photocurrent at three different cells along the y-axis;
shown here is the recorded result between time steps n = 5000 and
n = 12000.

to electrical dispersion. The current-pulses behind and in
front of the main pulse are due to contributions from optical
modes other than the dominant one, which propagate along the
optical waveguide, as was seen in figure 9, and which would
have otherwise been ignored in other analytical or simulation
approaches.

Finally, the characteristic impedance (Z0) versus
frequency of the device is calculated and shown in figure 12.
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Figure 12. The amplitude of the characteristic impedance at cell
185 versus frequency. Note the characteristic "dc-offset" in the
low-frequency range.

It is found that the amplitude of Z0 is constant (around
42 �) over the frequency range of the excitation pulse,
thereby providing a good impedance matching to an
external 50-� circuit. At the low-frequency range the
results, as expected, deviate from the exact values due to
‘dc-offset’ [13].
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5. Conclusions

Full-wave time-domain analysis of the performance of
a travelling-wave heterojunction phototransistor has been
presented. A three-dimensional electromagnetic model of
a TW-HPT, enhanced with effective permittivity schemes
and special techniques for the incorporation of thin material
sheets, has been constructed, capable of indicating main device
characteristics including optical absorption, electrical losses,
as well as optical and electrical dispersion.

Run on a parallel-processing machine, the numerical
model provided useful and illuminating insight into the
device’s passive behaviour and conclusively demonstrated the
velocity mismatch between the optical wave and the electrical
signal it generates. The split of the input optical pulse into
two equal, oppositely travelling pulses was revealed from the
results of the simulation. Each one of the pulses generated
an electrical pulse and an accompanying current component.
Finally, we observed the reflection of the optical and electrical
waves at the device’s input that, as is known from the device’s
theory, results in two components for the total current.
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