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Abstract—We analyze the engineering of subwavelength nanoantennas composed of anisotropic nanospheroids, for the development of photonic devices. Instead of using conventional isotropic dielectrics, we introduce resonant anisotropic nanoparticle arrays, allowing for shifting Kerker condition points further inside the visible. To address this study, we construct a perturbation-based discrete eigenfunction method, for the electromagnetic scattering of a plane wave by a prolate or oblate uniaxial anisotropic spheroid. The method is fast and yields the solution for the bistatic radar and total scattering cross sections, which is valid for small eccentricities of the spheroid. The validity of this technique is verified by the alternative general purpose discrete dipole approximation method. We investigate the engineering of subwavelength nanoantennas due to material and geometry shaping, like the change of anisotropy type, anisotropy ratio, and deviation of the nanoantenna from sphericity.
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I. INTRODUCTION

LATELY, there is a growing interest in exploiting the scattering characteristics of resonant subwavelength photonic nanostructures for the development of integrated optical devices, like two-dimensional plasmonic arrays composed of patches and rings for electric field enhancement [1], nanocylindrical arrays for the degeneration of guided waves [2], or meta-optics devices for manipulating optical waves [3]. Of particular interest are dielectric subwavelength spheres, whose directional scattering characteristics are employed in nanoantenna design. The main platform material is Si due to its high refractive index [4], [5], although Ge [6] and Cu$_2$O [7] are also used. These high-index dielectrics exhibit both electric and magnetic resonances [8], and offer greater design flexibility in the nanoscale, in contrast to plasmonic-based particles [9]–[11], which are characterized by intrinsic losses in the visible range. In particular, high-index dielectrics have been utilized for the composition of nanoantennas through highly transparent Huygens metasurfaces, or optical sensors and nonlinear devices [12]. High-index silicon nanodisks embedded into low-index matrix have been used to manipulate the directional scattering properties of the nanoantenna [13], and individual spherical silicon nanoparticles have allowed for tailoring the chirality of light [14]. Collective near field interactions have been employed in the design of directional beams by utilizing near field power flow [15], and in the design of metamaterials using superlattice structures based on split ring resonators [16], or combined dielectric-metallic structures composed of spherical-split ring resonators [17].

The majority of aforementioned works focus on spherical nanostructures. In some circumstances, however, scanning electron microscopy (SEM) images reveal that the fabricated nanoparticles exhibit slight deviations from the spherical shape [5]. To account for the modification of scattering characteristics due to these small deviations from sphericity, full wave finite-difference time-domain (FDTD) simulations [5], and solution of the wave equation in spheroidal coordinates [18], have been proposed, where now the particle is modeled as a spheroid. However, the application of numerical full wave techniques requires extremely fine discretization and high CPU time to obtain a meaningful result, whereas spheroidal wavefunctions are characterized by cumbersome convergence and require careful truncation of resulting infinite sets of equations [19], [20]. In addition, these methods cannot distinguish accurately and fast the response of such small deviations in shape, as an exact analytical technique does. Moreover, the above works deal with isotropic particles, a case which can also be tackled by well known techniques [20]–[22]. On the contrary, the introduction of anisotropy and the study of its effect on the properties of resonant nanostructures are topics open to investigation.

These facts motivate us to extend the study of EM scattering by subwavelength isotropic nanospheres/nanospheroids to anisotropic ones. In order to account for spheroidal shapes, we apply a perturbation method capable of detecting small deviations from sphericity. It is shown that these deviations lead to significant shifts in magnetic/electric dipolar (MD)/(ED) resonances, and in sequence in Kerker wavelengths, thus enabling to tune the wavelength of the forward directional radiation, by...
are the relative permittivity elements. The respective refractive indices are \( n_0 = \sqrt{\epsilon_0} \) and \( n_e = \sqrt{\epsilon_r} \). The surrounding medium is considered to be free space with \( \epsilon_0/\mu_0 \) as the free space permittivity/permeability.

In order to solve the problem at hand, we initially expand the incident and scattered fields in the surrounding region, as well as the transmitted field in the anisotropic region, in terms of spherical vector wave functions (SVWFs). For the field expansion in the region of anisotropy, we make use of the method originally developed for gyromagnetic spheres in [28]—hereinafter referred to as DEM. DEM is based on the expansion of the unknown fields in the anisotropic region in terms of SVWFs with discrete wavenumbers, the latter obtained from the solution of an eigenvalue problem. As long as \( h \) is kept small, the spheroid is treated as a perturbation of the respective sphere with \( R = c_0 \).

Thus, we apply Maclaurin series expansion versus \( h \) for the incident, scattered and transmitted fields, and in sequence for the boundary conditions (BCs), at the perturbed spherical boundary. This results—after great analytical effort—in simple algebraic expressions for the bistatic and total scattering cross sections, valid for small values of \( h \). The main advantage of this method is that it provides fast and accurate results in the appropriate range of small values of \( h \), while numerical techniques require many repetitions and high CPU time for convergence. The validity of our method is verified by comparisons with a particular version of DDA, i.e., ADDA code [29], which supports uniaxial anisotropy.

It should be noted that this perturbation procedure was applied in [19], [20] to construct a closed-form solution for metallic and isotropic spheroids. This work has the following novelty points as compared to [19], [20]: first, the present method requires the numerical solution of an eigenvalue problem involving the elements of the anisotropic permittivity tensor. This means that the closed-form expressions of [20] cannot be used in the present case, and a different approach is followed to solve the perturbed problem. This approach is based on the successive solution of linear systems of different orders (see Section II). Second, it extends the study of EM scattering by metallic/isotropic to anisotropic spheroids. This extension is not trivial, since the use of the formal series solution based on spherical wave-functions [20, Section III] cannot be applied in anisotropic domains.

Once the method is developed, it is applied in investigating how the engineering of subwavelength nanoantennas can be achieved, due to the change of various parameters, like (i) the anisotropy type (positive/negative uniaxial), (ii) anisotropy ratio \( \AR \equiv |(\epsilon_0 - \epsilon_e)/(\epsilon_0 + \epsilon_e)| \), (iii) the deviation from sphericity by eccentricity \( h \), (iv) the angle of incidence, and (v) the type of incidence (transverse electric (TE) and transverse magnetic (TM)).

This paper is organized as follows: Section II presents the solution to the scattering problem. Section III examines the validity and efficiency of the proposed method, Section IV investigates anisotropic nanospheroids at subwavelength scale, Section V concludes, and Appendix includes various analytical expressions needed for the application of the method.
II. EM SCATTERING BY ANISOTROPIC SPHEROIDS

A. Prolate Spheroid

We consider a prolate spheroid illuminated by a plane EM wave. The incident electric field has the expansion [28]

$$\mathbf{E}^{\text{inc}} = -i \sum_{m=-\infty}^{\infty} \sum_{n=|m|}^{\infty} a_l c_{mnl} \mathbf{M}^{(1)}_{mn}(k_l, r) + p_{mn} N^{(1)}_{mn}(k_l, r),$$

(2)

with $k_l$ the free space wavenumber, while the expansion coefficients $q_{mnl}$, $p_{mn}$ are derived from expressions given in [28], depending on the wave’s polarization and direction of propagation. The stacked notation in the subscript of summation sign denotes double summation from $m = -\infty$ to $m = \infty$, $n = |m|$, and $|e^{-i\omega t}|$ time dependence is assumed and suppressed throughout.

The transmitted electric field inside the spheroid has the form [30]

$$\mathbf{E}^t = -i \sum_{m=-\infty}^{\infty} \sum_{n=|m|}^{\infty} a_l c_{mnl} \mathbf{M}^{(1)}_{mn}(k_l, r) + d_{mn} N^{(1)}_{mn}(k_l, r) / k + \sqrt{\frac{|\mathbf{m}_{mnl}|}{k \lambda}} \mathbf{L}^{(1)}_{mn}(k_l, r),$$

$$- i \sum_{m=-\infty}^{\infty} \sum_{n=|m|}^{\infty} a_l w_{00l} / k \lambda \mathbf{L}^{(1)}_{mn}(k_l, r),$$

(3)

while the scattered field is expressed as

$$\mathbf{E}^s = -i \sum_{m=-\infty}^{\infty} \sum_{n=|m|}^{\infty} \left[ a_{mn} \mathbf{M}^{(3)}_{mn}(k_0, r) + b_{mn} \mathbf{N}^{(3)}_{mn}(k_0, r) \right].$$

(4)

In above field expansions, $\mathbf{E}_{mn} = i^n \left[(2n+1)(n-m)!/n!(n+m)!\right]^{1/2}$, and $\mathbf{M}^{(j)}_{mn}, \mathbf{N}^{(j)}_{mn}, \mathbf{L}^{(j)}_{mn}, j = 1, 3,$ are the SVWFs, given by [31]

$$\mathbf{M}^{(j)}_{mn}(k_l, r) = \sqrt{n(n+1)} z_{n}^{(j)}(kr) C_{mn}(\theta, \phi),$$

$$\mathbf{N}^{(j)}_{mn}(k_l, r) = n(n+1) z_{n}^{(j)}(kr) P_{mn}(\theta, \phi) / k \lambda + \sqrt{n(n+1)} 1 / k \lambda \frac{d}{dr} z_{n}^{(j)}(kr) B_{mn}(\theta, \phi),$$

$$\mathbf{L}^{(j)}_{mn}(k_l, r) = \frac{1}{k} \frac{d}{dr} z_{n}^{(j)}(kr) P_{mn}(\theta, \phi) / k + \sqrt{n(n+1)} z_{n}^{(j)}(kr) / k \lambda B_{mn}(\theta, \phi),$$

(5)

where $z_{n}^{(1)}$ is the spherical Bessel function, $z_{n}^{(3)} = h_{n}$ is the spherical Hankel function of the first kind with superscript (1) omitted for simplicity, and $P_{mn}, B_{mn}, C_{mn}$ are the spherical surface harmonic functions (SSHVs) [32]. We point out that in the sums over $m$ and $n$ in expansions (2)–(4), the pair $(m, n) = (0, 0)$ is excluded. The expressions of coefficients $\varpi_{mn}, w_{00l}$ can be found in [30]. Furthermore, the quantities $c_{mnl}, d_{mn}, \lambda_l$ are obtained by solving an eigenvalue problem as described in detail in [30]. The coefficient matrix of the eigenvalue problem depends on the tensorial permittivity elements. Finally, the discrete wavenumber $k_l$ is given by $k_l = \tau_l k_0$, with $\tau_l = \sqrt{\varepsilon_r / \lambda_l}$. The respective magnetic fields $\mathbf{H}^{inc}, \mathbf{H}^t, \mathbf{H}^s$, can be found by Faraday’s law $\mathbf{H} = -i/\omega \mu_0 \nabla \times \mathbf{E}$.

The solution of the scattering problem requires the satisfaction of the BCs for the electric and the magnetic field at the spheroid’s surface $S$, i.e.,

$$\mathbf{n} \times (\mathbf{E}^{inc} + \mathbf{E}^t - \mathbf{E}^s)|_S = 0, \quad \mathbf{n} \times (\mathbf{H}^{inc} + \mathbf{H}^t - \mathbf{H}^s)|_S = 0,$$

(6)

with $\mathbf{n}$ the outwards unit normal vector on $S$. To this end, we consider small values of the eccentricity $h$, and treat the spheroid as a perturbed sphere of radius $R = c_0$. As a first step, the surface of the spheroid is expressed in terms of spherical coordinates as $r = c_0 / \sqrt{1 - h^2 \sin^2 \theta / (h^2 - 1)}$, $\theta \in [0, \pi]$, and then we take its Maclaurin series expansion in terms of $h$, yielding

$$r = c_0 \left[1 - \frac{\sin^2 \theta}{2} h^2 - \frac{\sin^2 \theta}{2} - \frac{3 \sin^4 \theta}{2} \right] h^2 + O(h^6).$$

(7)

When (7) is substituted into the radial quantities in SVWFs (5), it gives the asymptotic expansions of the latter at the surface of the spheroid [33, eqs (12) and (13)]. Next, we employ Maclaurin series expansion for $n$, i.e.,

$$n = \left[1 - h^2 \sin^2 \theta / 8 \right] e^r + \sin(2\theta) / 2 \times \left( h^2 + h^4 \cos^2 \theta \right) e_0 + O(h^6).$$

(8)

As a further step, for small values of $h$, the unknown expansion coefficients $a_l, a_{mn}, b_{mn}$ can be expanded as

$$a_l = a_l^{(0)} + a_l^{(2)} h^2 + a_l^{(4)} h^4 + O(h^6),$$

$$a_{mn} = a_{mn}^{(0)} + a_{mn}^{(2)} h^2 + a_{mn}^{(4)} h^4 + O(h^6),$$

$$b_{mn} = b_{mn}^{(0)} + b_{mn}^{(2)} h^2 + b_{mn}^{(4)} h^4 + O(h^6),$$

(9)

where $a_l^{(0)}, a_{mn}^{(0)}, b_{mn}^{(0)}$ correspond to the solution of scattering by the unperturbed anisotropic sphere [30]. In order to satisfy the BCs at the spheroid’s surface, we substitute into (6) the electric and magnetic field expansions, along with asymptotic expansions (7)–(9). Doing so, and sorting out terms by powers of $h$, the two BCs transform into two vector equations having the general form

$$\mathbf{X}^{(0)}_{mn} + \mathbf{X}^{(2)}_{mn} h^2 + \mathbf{X}^{(4)}_{mn} h^4 + O(h^6) = 0,$$

$$\mathbf{Y}^{(0)}_{mn} + \mathbf{Y}^{(2)}_{mn} h^2 + \mathbf{Y}^{(4)}_{mn} h^4 + O(h^6) = 0,$$

(10)

where $\mathbf{X}^{(j)}_{mn}, \mathbf{Y}^{(j)}_{mn}, j = 0, 2, 4$, are lengthy vector quantities involving the field expansion coefficients $p_{mn}, q_{mn}, a_l^{(j)}, a_{mn}^{(j)}, b_l^{(j)}, b_{mn}^{(j)}, j = 0, 2, 4$, and the SSHVs. Keeping terms up to $O(h^4)$, setting each $\mathbf{X}^{(j)}_{mn}, \mathbf{Y}^{(j)}_{mn}$ in (10) equal to zero, and grouping the
resulting equations in pairs of zeroth, second and fourth order, respectively, we get

\[
\begin{align*}
X_{m;n}^{(0)} &= 0, & Y_{m;n}^{(0)} &= 0, \\
X_{m;n}^{(2)} &= 0, & Y_{m;n}^{(2)} &= 0, \\
X_{m;n}^{(4)} &= 0, & Y_{m;n}^{(4)} &= 0.
\end{align*}
\]

(11)

For each of the above six equations we take two dot-products as follows: first, we multiply each equation by \(B_{x}^{*} \sin \theta \partial \theta \partial \phi\) (the asterisk denoting complex conjugation) and integrate from \(\theta = 0\) to \(\pi\) and from \(\phi = 0\) to \(2\pi\). Second, we multiply by \(C_{x}^{*} \sin \theta \partial \theta \partial \phi\) and again perform the integration with the same limits. Making use of the orthogonality relations of SSHVs, each vector equation yields two scalar linear equations, and the three pairs (11) are finally transformed into three respective linear systems, each one involving four infinite sets of equations, i.e.,

\[
\sum_{l=1}^{\infty} c_{mn;nl} f_{n}(x) a_{m;l}^{(j)}(x) - h_{n}(x_{0}) a_{m;n}^{(j)}(x_{0}) = Y_{2,m;n}^{(j)},
\]

\[
\sum_{l=1}^{\infty} \frac{a_{m;l}^{(j)}(x_{0})}{\lambda_{l}} f_{n}(x) - h_{n}(x_{0}) b_{m;n}^{(j)}(x_{0}) = Y_{3,m;n}^{(j)},
\]

\[
\sum_{l=1}^{\infty} \tau_{l} c_{mn;nl} f_{n}(x) a_{m;l}^{(j)}(x) - h_{n}(x_{0}) a_{m;n}^{(j)}(x_{0}) = Y_{4,m;n}^{(j)}.
\]

(12)

In (12), \(x_{0} = k_{0} c_{0}\) is the normalized wavenumber, \(x_{l} = \tau_{l} x_{0}, z_{n}^{a}(x) = z_{n}(x) + x z_{n}^{a}(x), z_{n} = j_{n} h_{n}, and the prime denotes differentiation with respect to the argument. Eqs (12) are obtained after lengthy algebra and comprise, upon truncation, the expressions of the right hand sides (RHSs) of (12), which in turn are used—along with \(a_{m;n}^{(0)}, a_{m;n}^{(2)}, b_{m;n}^{(0)}\) to generate the RHS of the fourth order system. Solution of the latter yields \(a_{m;n}^{(2)}, b_{m;n}^{(4)}\), which in turn are used—along with \(a_{m;n}^{(0)}, a_{m;n}^{(2)}, b_{m;n}^{(0)}\) to generate the RHS of the third order system. Solution of the latter yields \(a_{m;n}^{(4)}, b_{m;n}^{(4)}\). We point out that system matrix \(A\) is the same for every system order, and needs to be assembled only once in the computer program.

Once \(a_{m;n}^{(j)}, a_{m;n}^{(0)}, b_{m;n}^{(0)}\) are known, the field expansion coefficients are obtained by (9). Then, using the scattered far field \(E^{s} = e^{j k_{0} r} \left[ f_{h}(\theta, \phi) e_{\theta} + f_{\phi}(\theta, \phi) e_{\phi}\right]\), where \(f_{h, \phi}\) are the components of the scattering amplitude that depend on \(a_{m;n}^{(0),(2),(4)}, b_{m;n}^{(0),(2),(4)}\), the bistatic radar cross section (RCS) \(\sigma(\theta, \phi)\) can be expressed in the form

\[
\sigma(\theta, \phi) = \sigma_{0}(\theta, \phi) \left[ 1 + g^{(2)}(\theta, \phi) h^{2} + g^{(4)}(\theta, \phi) h^{4} + O(h^{6}) \right].
\]

(13)

In (13) \(\sigma_{0}(\theta, \phi)\) corresponds to the RCS of the unperturbed sphere, while the correction terms \(g^{(2)}(\theta, \phi), g^{(4)}(\theta, \phi)\) depend on \(a_{m;n}^{(0),(2),(4)}, b_{m;n}^{(0),(2),(4)}\) and are independent of \(h\). The expressions \(\sigma_{0}(\theta, \phi), g^{(2)}(\theta, \phi), g^{(4)}(\theta, \phi)\) can be readily computed, and once available, can be used for fast RCS computations via (13) for many different values of \(h\). Similarly, the total scattering cross section \(Q_{t}\) is expressed as

\[
Q_{t} = Q_{t}^{(0)} + Q_{t}^{(2)} h^{2} + Q_{t}^{(4)} h^{4} + O(h^{6}),
\]

(14)

where

\[
\begin{align*}
Q_{t}^{(0)} &= \frac{\lambda_{0}^{2}}{\pi} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \left( | a_{m;n}^{(0)} |^{2} + | b_{m;n}^{(0)} |^{2} \right), \\
Q_{t}^{(2)} &= \frac{\lambda_{0}^{2}}{\pi} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \text{Re} \left( a_{m;n}^{(0)*} a_{m;n}^{(2)} + b_{m;n}^{(0)*} b_{m;n}^{(2)} \right), \\
Q_{t}^{(4)} &= \frac{\lambda_{0}^{2}}{\pi} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \left[ | a_{m;n}^{(2)} |^{2} + | b_{m;n}^{(2)} |^{2} \right. \\
&\quad \left. + 2 \text{Re} \left( a_{m;n}^{(0)*} a_{m;n}^{(4)} + b_{m;n}^{(0)*} b_{m;n}^{(4)} \right) \right].
\end{align*}
\]

(15)

In (15), \(\lambda_{0} = 2\pi/k_{0}\) is the free space wavelength. It should be noted that the perturbation analysis applied in (2)–(4), the composition of the RHS in (12), and the derivation of (13), (14), is exact up to the order of \(h^{4}\) (see also Appendix). This means that the present method, through (14), serves as an accurate and fast tool for revealing the resonant scattering characteristics of anisotropic spheroids.

**B. Oblate Spheroid**

For the oblate spheroid, \(a_{m;n}^{(j)}, a_{m;n}^{(j)}, b_{m;n}^{(j)}\) are again obtained by the linear systems (12), but \(-h^{2}\) is used in place of \(h^{2}\) for the calculation of \(a_{m;n}^{(j)}\), \(b_{m;n}^{(j)}\) in (9), as well as in the RCS computations (13), (14).

**III. VALIDATION AND PERFORMANCE**

We hereby demonstrate the validity, accuracy and efficiency of the proposed perturbation-based DEM method, by computing the normalized bistatic RCS \(\sigma/\lambda_{0}^{2}\) in dB, for various spheroidal anisotropic configurations. We begin with the verification of DEM for prolate uniaxial spheroids, and then proceed to the oblate case. To validate DEM, we employ ADDA code [29], a particular version of DDA, which is capable of computing the RCS of uniaxial scatterers. The incident plane wave \(E^{inc} = e^{j k_{0} x} \) is considered in our computations. In what follows, the permittivity tensor (1) will be displayed as a set \(\epsilon/\epsilon_{0} = \{\epsilon_{rr}, \epsilon_{rr}, \epsilon_{rr}\}\).
We begin the validation directly with anisotropic spheroids. The isotropic case—obtained by (1) by letting $e_i = 1$—is not considered at all herein. The reason is that DEM yields precisely the same numerical values of $g^{(2)}$, $g^{(4)}$ appearing in (13), with the ones appearing in [20, Tables III, IV]. Therefore, all conclusions drawn in [20] regarding the validity of the perturbation method for isotropic spheroidal scatterers, apply here as well. Here we focus on the anisotropic response which constitutes the main novel point of this work.

In Fig. 2 we plot the RCS for uniaxial prolate spheroids and two different values of eccentricity $h$. The values of parameters are gathered in Figure’s caption. DEM and ADDA overlap excellently, even at the large draught appearing at $\theta = 90^\circ$, thus verifying the accuracy of the results. The small deviation in RCS versus $h$, i.e., from $h = 0.1$ to $h = 0.3$, is well captured by both methods, as it is depicted around $\theta = 45^\circ$ or around $\theta = 70^\circ$. In order to distinguish the small deviations around $\theta = 45^\circ$ and $\theta = 70^\circ$ with ADDA, we need to initialize it with many dipoles per wavelength (DPL). In the present and all subsequent examples, ADDA is initialized as follows: first, we use 128 DPL to ensure convergence. To model the spheroid, we use the default ellipsoid shape by defining the ratios $y/x = 1$, $z/x = 1/\sqrt{1 - h^2}$ for the prolate spheroid, and $y/x = 1$, $z/x = 1/\sqrt{1 + h^2}$ for the oblate spheroid. The equivalent radius needed in ADDA is set equal to $c_0(1 - h^2)^{1/3}$ for the prolate and equal to $c_0(1 + h^2)^{1/3}$ for the oblate spheroid, with $c_0$ defined in microns. In our computations we set $c_0 = 1 \mu m$, while the incident wavelength is set equal to $2\pi c_0/x_0$. Finally, the uniaxial tensor is defined through the anisotropic refractive index by defining the three elements as $\{\sqrt{\varepsilon_{xx}}, \sqrt{\varepsilon_{yy}}, \sqrt{\varepsilon_{zz}}\}$. All calculations were performed on a Dell Precision 2.26 GHz double quad-core Xeon equipped machine. The computational performance of ADDA is 900 s/1113 s for $h = 0.1/l_h = 0.3$. CPU time for DEM is only $\epsilon / \epsilon_0 = 3.10^{-6}$.

When $h = 0.3$, we do not need to repeat the execution of the whole program for DEM, but since $g^{(2)}$, $g^{(4)}$ in (13) are known from the first run (the one for $h = 0.1$), the RCS for $h = 0.3$ is obtained immediately by the closed-form formula (13) in zero time. Thus, the total CPU time for the two plots in Fig. 2 using ADDA is 2013 s, while the total CPU time for DEM is 3.2 s. Obviously, the superiority of DEM is revealed when one needs to compute RCS for many different values of $h$. Nonetheless, even a single run using DEM is much faster than a single run using ADDA.

The prolate case of Fig. 2 does not present strong variations in RCS due to changing $h$. A more illustrative example is provided by the uniaxial oblate spheroid considered in Fig. 3. Here, even small changes in $h$ (from $h = 0.1$ to $h = 0.3$) result in notable variations in RCS, and one can see how eccentricity affects RCS. DEM/ADDA are in excellent agreement for all $h$ used. RCS plots show that the first draught at $\theta = 30^\circ$ starts to disappear when $h$ increases, and a second one just before $\theta = 120^\circ$ starts to emerge. Obviously, both DEM/ADDA capture this behavior, which further verifies the accuracy of DEM. CPU time for ADDA is 1164/1524/1624 s for $h = 0.1/l_h = 0.2/l_h = 0.3$—i.e., time increases when $h$ increases. CPU time for DEM is only 2.5 s for $h = 0.1$. Total CPU time for all three plots in Fig. 3 using ADDA is 4312 s, while total CPU time for DEM is again 2.5 s, as explained above.

To conclude about the applicability domain of DEM, we further investigate its validation/performance by plotting in Fig. 4 the normalized back RCS $\sigma_b/\lambda^2 = \sigma(\pi, 0)/\lambda^2$ versus $x_0$, for an uniaxial oblate spheroid and various values of $h$. In the plots of Fig. 4, the total number of points for $x_0$ using DEM is 121 (i.e., $x_0 \in [1, 7]$) with a step of 0.05, while for ADDA we have used a step of 0.1, i.e., 61 points, due to extremely large CPU time required by it. As it can be seen, the precise locations of the draughts and peaks are not fixed, but are sensitive to the small changes of $h$. For small values of $h$, i.e., for $h = 0.15, 0.25, 0.35$, DEM and ADDA are in excellent agreement. When $h$ increases further, DEM starts to deviate, but this deviation is pronounced when $x_0$ is large and located around a draught. For instance, when $h = 0.5$, the agreement is
good for a large range of $x_0$, but it deteriorates around $x_0 = 3$ and for $x_0 > 5.5$ where multiple draughts are present. However, it is important to stress that for small values of $x_0$, the agreement between DEM and ADDA is very good, even the first draught below $x_0 = 2$ is captured well. In the context of nanoantenna design—see Section IV—this observation allows us to apply DEM even for $h$ up to 0.5, since the nanoantenna operates in subwavelength regime. When $h = 0.7$, the disagreement between DEM and ADDA is evident, especially for $x_0 > 4$, since the asymptotic terms used in (13) are not sufficient to accurately resolve the solution for higher values of $h$. CPU time for DEM to produce a single curve is 145 s, and it is the same for all values of $h$ used in Fig. 4. The indicative CPU time for ADDA for the cases $h = 0.15, 0.25, 0.35$ is 1,907 s $\approx 5.3$ h using 64 DPL. When $h = 0.5$ or 0.7, we had to increase DPL to 128 to assure convergence, then the CPU time was increased to 24,286 s $\approx 67.5$ h when $h = 0.5$, and to 37,535 s $\approx 104.3$ h when $h = 0.7$. Similar observations on accuracy/performance also hold for $Q_t$ through (14), and are not given here for brevity. Since the perturbation parameter in (13), (14) is $h$, DEM is also valid for higher values of $x_0$, as long as $h$ is kept small. To show this, we compute $\sigma_b/\lambda_0^2$ (dB) $= 19.58, 19.53, 20.92$, and $Q_t/\lambda_0^2 = 7.23, 7.85, 18.91$ for $x_0 = 7.5, 8, 10$, respectively, by DEM, while the respective results by ADDA are $\sigma_b/\lambda_0^2$ (dB) $= 19.54, 19.54, 20.9$ and $Q_t/\lambda_0^2 = 7.28, 7.9, 18.96$. Summarizing, as long as $h$ is kept small up to 0.35, or up to 0.5 in combination with small $x_0$, the perturbation method has excellent performance for revealing the scattering characteristics of anisotropic spheroids, especially for multiple calculations over $h$.

IV. ENGINEERING ANISOTROPIC NANOANTENNAS

In this Section we introduce anisotropy and non sphericity to tailor the location of Kerker points, and thus optimize the operation of nanoantennas at desired wavelengths. Realistic dispersive uniaxial anisotropic materials, like TiO$_2$ and ZnGeP$_2$, may be used to form nanoantennas. These semiconductor crystals exhibit high ordinary/extraordinary refractive indices, throughout the visible range. For instance, TiO$_2$ is positive uniaxial (PU) ($\varepsilon_{or} > \varepsilon_{er}$) and presents an indicative average ordinary relative permittivity $\varepsilon_{or} = 7.0068$ and an average extraordinary relative permittivity $\varepsilon_{er} = 8.8027$ at 430 nm–700 nm [23, p. 33.66]. In this wavelength regime, TiO$_2$ has an average AR = 0.109. ZnGeP$_2$ is PU and exhibits even higher indices that enhance the unidirectional properties, with indicative average values $\varepsilon_{or} = 15.994$, $\varepsilon_{er} = 17.847$, and AR = 0.0548 at 400 nm–700 nm [23, p. 33.66]. In what follows, we do not use these average values in the calculations, but we employ the dispersive relations $\varepsilon_{or} = \varepsilon_{or}(\lambda_0)$ and $\varepsilon_{er} = \varepsilon_{er}(\lambda_0)$ given in [23], with the argument $\lambda_0$ omitted throughout for simplicity.

In subwavelength regime, EM scattering is characterized by various magnetic/electric resonances. For an isotropic spherical nanoparticle, the MD/ED resonance corresponds to the response of the expansion coefficient $a^{(0)}_{11}(b^{(0)}_{11})$ in the calculation of $Q_t$ [34]. Similarly, the magnetic/electric quadrupolar (MQ)/EQ resonance corresponds to the response of $a^{(0)}_{12}(b^{(0)}_{12})$, and so on. Obviously, for isotropic-dielectric spherical particles, the stimulating plane wave can impinge along $z$-direction without violating any generality, and therefore $m = 1$ always [31], for all orders of resonances ($n = 1, 2, \ldots$). This is not the case for spherical uniaxial nanoparticles, or spheroidal isotropic/anisotropic ones, since anisotropy—through its optical axis—and non sphericity—through eccentricity—cancel any symmetry along $\theta$-direction. This means that the magnetic/electric resonances, are due to the response of $a_{mn}^{(0)}(b_{mn}^{(0)})$, where now $m = -\infty, \infty$. For instance, the MQ resonance in an uniaxial sphere is due to $n = 2$, $m = 0, \pm 1, \pm 2$. This fact differentiates and generalizes our study from the existing ones mentioned in Introduction, which concern dielectric spheres. On top of that, when nanoprobe becomes nanosphere, the magnetic and electric resonances will be described by the correction terms $a_{mn}^{(2)}(b_{mn}^{(2)})$ and $a_{mn}^{(4)}(b_{mn}^{(4)})$, respectively, in the calculation of $Q_t$—see (14), (15).

In what follows, the EM scattering problem is stimulated by an incident plane wave of the form $E^{inc} = e^{-ikz}$ (therefore the plane wave is impinging at $0^\circ$ with respect to positive $z$ semi-axis), where $E^{inc}$ is normal to the $y$-plane of incidence (TE incidence). In Fig. 5, the solid curves (with respect to left axis) depict spectra for subwavelength 100 nm radius ZnGeP$_2$ nanosphere, by calculating the normalized $Q_t/\lambda_0^2$ over the visible and near-infrared (IR). The blue/solid curve corresponds to full-wave calculation of $Q_t/\lambda_0^2$, i.e., all $m, n$ terms in (15) are used, while the remaining solid curves (red, green, black) correspond to $Q_t/\lambda_0^2$ due to separate MD, ED and MQ terms only (i.e., using only the $a_{m,1}^{(0)}, b_{m,1}^{(0)}$ and $a_{m,2}^{(0)}$ terms, respectively, in (15)). The dashed curves (with respect to right axis) depict $\sigma_b/\lambda_0^2$ in dB. The blue/dashed curve corresponds to a full-wave calculation, while the red/dashed curve corresponds to a calculation due to both MD/ED terms (i.e., both $a_{m,1}^{(0)}, b_{m,1}^{(0)}$ contribute in (13)). Obviously, the various resonances are well pronounced for ZnGeP$_2$ in the full-wave solution of $Q_t/\lambda_0^2$ due to its high $\varepsilon_{or}/\varepsilon_{er}$. The first Kerker condition point [35] appears at the
first intersection between MD and ED curves, for $Q_1/\lambda_0^2$, as we move from IR towards blue, i.e., at 775 nm. As can be seen from right axis plots in Fig. 5, both the full-wave and MD/ED terms solutions for $\sigma_b/\lambda_0^2$ indicate a minimum, which coincides with 775 nm where the aforementioned MD/ED intersection takes place. Since $\sigma_b/\lambda_0^2$ is minimum, forward unidirectional scattering occurs. This particular $\lambda_0$ is referred as the first Kerker wavelength. The second $\sigma_b/\lambda_0^2$ minimum from MD/ED terms, observed at 535 nm (red/dashed curve), does not correspond to a forward unidirectional state, since coherent contribution takes place from other higher order resonances. Indeed, the full-wave solution for $\sigma_b/\lambda_0^2$ does not depict a draught there. The second Kerker condition point appears at the second intersection between MD and ED curves. For ZnGeP$_2$, this is observed at 670 nm (second Kerker wavelength). At this point, the normalized forward RCS $\sigma_b/\lambda_0^2 \equiv \sigma(0,0)/\lambda_0^2$ yields a minimum.

ZnGeP$_2$ presents higher indices than TiO$_2$, but the latter exhibits higher AR. In Fig. 6 we study the influence of AR on subwavelength resonances. We consider two cases: the PU case defined above, and the negative uniaxial (NU) case ($\epsilon_{xx} < \epsilon_{yy}$). To this end, we begin with the original ZnGeP$_2$ being PU, whose dispersive relations for $(\epsilon_{xx}, \epsilon_{yy})$ are given in [23]. Then, to increase the AR and keep the PU property, we introduce the cases $(\epsilon_{xx} - 2, \epsilon_{yy})$, $(\epsilon_{xx} - 4, \epsilon_{yy})$. This means that the combination $(\epsilon_{xx} - 4, \epsilon_{yy})$ has increased AR as compared to the original $(\epsilon_{xx}, \epsilon_{yy})$, still both cases maintain the PU property. Similarly, the effect of NU property is examined by introducing the cases $(\epsilon_{xx} + 2, \epsilon_{yy})$, $(\epsilon_{xx} + 4, \epsilon_{yy})$. These selections ensure that $\epsilon_{yy} < \epsilon_{xx}$ always. Fig. 6 focuses on the influence of AR on MD/ED resonances. It is clear that a PU crystal with increased AR enables a blue shift of both MD/ED resonances, while a high AR NU crystal causes shifts towards IR. On the contrary, the MD/ED resonances of an equivalent dielectric will be observed between PU and NU states ($\epsilon_{xx} = \epsilon_{yy}$). These characteristics reveal that the introduction of a high AR PU natural crystal, supports the shift of Kerker points inside the visible through material tuning, offering more design flexibility in nanoscale, a case which is not achievable with conventional isotropic dielectrics. Indeed, the first/second Kerker point for the original ZnGeP$_2$, is observed at 775 nm/670 nm (first/second Kerker wavelength). For each group: red: original ZnGeP$_2$ with $(\epsilon_{xx}, \epsilon_{yy})$. Shifts towards blue: PU case; green: $(\epsilon_{xx} - 2, \epsilon_{yy})$; black: $(\epsilon_{xx} - 4, \epsilon_{yy})$. Shifts towards IR: NU case; green: $(\epsilon_{xx} + 2, \epsilon_{yy})$; black: $(\epsilon_{xx} + 4, \epsilon_{yy})$.

Fig. 5. Resonances of an 100 nm radius ZnGeP$_2$ sphere. Left axis/solid curves: $Q_1/\lambda_0^2$ vs $\lambda_0$; blue: full-wave solution; red: MD term; black: MQ term. Right axis/dashed curves: $\sigma_b/\lambda_0^2$ vs $\lambda_0$; blue: full-wave solution; red: both MD/ED terms.

Fig. 6. MD/ED resonances of an 100 nm radius ZnGeP$_2$ sphere due to different ARs. Group I/solid curves: MD resonances; group II/dashed curves: ED resonances. For each group: red: original ZnGeP$_2$ with $(\epsilon_{xx}, \epsilon_{yy})$. Shifts towards blue: PU case; green: $(\epsilon_{xx} - 2, \epsilon_{yy})$; black: $(\epsilon_{xx} - 4, \epsilon_{yy})$. Shifts towards IR: NU case; green: $(\epsilon_{xx} + 2, \epsilon_{yy})$; black: $(\epsilon_{xx} + 4, \epsilon_{yy})$.

Fig. 7. Total $|E|$ (V/m) on $yz$-plane for the $c_0 = 100$ nm radius ZnGeP$_2$ sphere, using DEM. The incident plane wave is impinging at $0^\circ$ with respect to positive $z$ semi-axis. (a) Original ZnGeP$_2$ with $(\epsilon_{xx}, \epsilon_{yy})$, stimulated at $\lambda_0 = 775$ nm (first Kerker wavelength); (b) PU case with $(\epsilon_{xx} - 4, \epsilon_{yy})$, stimulated at $\lambda_0 = 708$ nm (first Kerker wavelength); (c) focused image of (a); (d) focused image of (b).
Fig. 8. First Kerker minima (using both MD/ED terms) of a prolate ZnGeP$_2$ spheroid having semi-major axis $c_0 = 100$ nm, due to different $h$. Blue: $h = 0$ (sphere); red: $h = 0.2$; green: $h = 0.3$; black: $h = 0.4$; cyan: $h = 0.5$.

Fig. 9. First Kerker minima (using both MD/ED terms) of an oblate ZnGeP$_2$ spheroid having semi-major axis $b_0 = 100$ nm, due to different $h$. Arrows indicate the location of first Kerker minima. Blue: $h = 0$ (sphere); red: $h = 0.2$; green: $h = 0.3$; black: $h = 0.4$; cyan: $h = 0.5$.

In Figs 7(c), (d) we present focused images of the same setups, around the nanoantennas, where the coherent MD/ED response is evident from the field patterns.

Next, we examine how the geometry of the nanoantenna affects its characteristics. Kerker points can be further shifted towards blue, by introducing spheroidal nanoparticles. In the following, we illustrate the qualitative alteration of the first Kerker minimum, as the nanoparticle deviates from sphericity, by plotting $\sigma_0/\lambda_0^2$ vs $\lambda_0$, for various values of $h$. This is done in Figs 8 and 9 where we study prolate/oblate spheroids. The curves have been obtained using both MD/ED terms. First Kerker minima are indicated by the sharp draughts. To clearly illustrate the effect of $h$ on these resonances, we focus on the range 600 nm–900 nm. In order to avoid altering the physics due to different sizes, for a fair comparison between prolate/oblate shape, the larger dimension of each particle must not change. Therefore, for the prolate case we keep the semi-major axis $c_0 = 100$ nm (i.e., equal to the radius of the original sphere), and its semi-minor axis changes as $b_0 = c_0 \sqrt{1 - h^2}$. For the oblate case, we keep the semi-major axis $b_0 = 100$ nm, and the semi-minor axis changes as $c_0 = b_0 / \sqrt{1 + h^2}$.

From Fig. 8 it is evident that, as $h$ increases, the prolate shape cannot guarantee the elimination of the backscattered power, i.e., no deep draughts exist. Contrariwise, the oblate spheroid, as Fig. 9 reveals, allows for deep draughts (indicated by vertical arrows) with significant reduction of backscattered power, moreover, these draughts are blue shifted as $h$ increases. For instance, the oblate spheroid with $h = 0.4$ has a shifted (with respect to the unperturbed sphere) draught at 758 nm, while the $h = 0.5$ case yields a draught at 745 nm. The other draughts, for instance the one appearing at 715 nm when $h = 0.5$, do not correspond to a Kerker minimum, since coherent contribution takes place from other higher order resonances. Fig. 10 further shows Kerker minima for an oblate spheroid with $h = 0.5$, but now AR is enhanced to show how it affects these minima. We introduce the cases $(\epsilon_{ar} - 2, \epsilon_{er})$, $(\epsilon_{ar} - 3, \epsilon_{er})$, $(\epsilon_{ar} - 4, \epsilon_{er})$, as we did in Fig. 6, and plot $\sigma_0/\lambda_0^2$. Obviously, the deep draughts are further shifted towards blue, entering the red zone of 620 nm–750 nm, as AR increases. Higher values of $h$ than those examined in this Section cannot be used in the present development, since more asymptotic terms are needed in the final expansion of (14). Yet, in combination with anisotropy, a high aspect ratio oblate spheroid (nanodisk) may allow for stronger shifts inside the visible. To use higher values of $h$ and support anisotropic materials, the development of another full-wave method is required, since the formulation offered in [18], [20], is valid only for isotropic spheroids. Concluding, the overall optimization of the nanoantenna design is based on modifying both geometry and anisotropy, a combination that allows for stronger shifts of first Kerker minima towards blue, thus tailoring the unidirectional properties of the nanoantenna, rendering it wavelength dependent.
of the nanoparticle that forms the nanoantenna. Material shaping is introduced by dispersive uniaxial semiconductor crystals, like TiO$_2$ or ZnGeP$_2$, featuring high ordinary/extraordinary refractive indices throughout the visible. Positive uniaxial crystals with enhanced anisotropy ratio, give rise to strong shifts towards blue, as compared to conventional dielectrics. Additionally, non-sphericity perturbs the precise locations of Kerker points, and it is shown that oblate geometry shaping allows for further shift of Kerker points towards blue, keeping the forward unidirectional operation of the nanoantenna.

**Appendix**

The RHS terms in (12) are given by

$$Y_{1,mn}^{(0)} = q_{mn} j_n(x_0), \quad Y_{1,mn}^{(2)} = p_{mn} J_n^0(x_0)/x_0, \quad (A.1)$$

$$Y_{2,mn}^{(0)} = \sum_{s=n,n \pm 2} \frac{E_{ms}}{E_{mn}} \left[ q_{ms} B_{1,s}^{(2)}(x_0) + a_{mn}^{(0)} B_{3,s}^{(2)}(x_0) \right]$$

$$- \sum_{l=1}^{\infty} a_{l}^{(0)} c_{msl} B_{1,s}^{(2)}(x_l) \frac{N_{1,mn}}{n(n+1)I_{mnn}} - \sum_{l=1}^{\infty} \frac{E_{ms}}{E_{mn}}$$

$$\times \left\{ \frac{p_{ms} \Delta_{1,s}^{(2)}(x_0) + b_{ms} \Delta_{0,s}^{(2)}(x_0) - \sum_{l=1}^{\infty} a_{l}^{(0)}}{s(n+1)I_{mnn}} + \sum_{s=n \pm 1} E_{ms} \right\}$$

$$\times \left\{ s(s+1)p_{ms} j_s(x_0)/x_0 + s(s+1)b_{ms} h_s(x_0) \\ - \sum_{l=1}^{\infty} a_{l}^{(0)} \left[ s(s+1)d_{msl} j_s(x_l)/x_l + \frac{\bar{m}_{msl}}{\lambda_l} j_s'(x_l) \right] \right\}$$

$$\times \frac{im I_{5,mn}}{n(n+1)I_{mnn}}$$

$$Y_{2,mn}^{(2)} = \sum_{s=n,n \pm 2} \frac{E_{ms}}{E_{mn}} \left\{ p_{ms} \Delta_{1,s}^{(2)}(x_0) \\ + b_{ms} \Delta_{0,s}^{(2)}(x_0) - \sum_{l=1}^{\infty} a_{l}^{(0)} \left[ d_{msl} \Delta_{1,s}^{(2)}(x_l) + \frac{\bar{m}_{msl}}{\lambda_l} \Gamma_{1,s}^{(2)}(x_l) \right] \right\}$$

$$\times \frac{N_{1,mn}}{n(n+1)I_{mnn}} - \sum_{s=n \pm 1} \frac{E_{ms}}{E_{mn}} \left[ q_{ms} B_{1,s}^{(2)}(x_0) \right]$$

$$- \sum_{l=1}^{\infty} a_{l}^{(0)} c_{msl} B_{1,s}^{(2)}(x_l) \frac{N_{2,mn}}{n(n+1)I_{mnn}}$$

$$+ \sum_{s=n,n \pm 2} \frac{E_{ms}}{E_{mn}} \left\{ s(s+1)p_{ms} j_s(x_0)/x_0 + s(s+1)b_{ms} h_s(x_0) \\ - \sum_{l=1}^{\infty} a_{l}^{(0)} \left[ s(s+1)d_{msl} j_s(x_l)/x_l + \frac{\bar{m}_{msl}}{\lambda_l} j_s'(x_l) \right] \right\}$$

$$\times \frac{I_{7,mn}}{n(n+1)I_{mnn}}, \quad (A.2)$$

**V. Conclusion**

We investigated the engineering of subwavelength nanoantennas composed of uniaxial nanospheroids, by rigorously developing a fast and accurate perturbation-based DEM, for the EM scattering of a plane wave by a prolate or oblate uniaxial spheroid. The development of anisotropic nanoantennas permits the shift of Kerker points several tens of nm towards blue, as compared to all-dielectric nanoantennas, and enables to tune the wavelength of the forward directional radiation within the visible. This is achieved by tailoring the material and the geometry...
where \( B_{1,n}^{(2)}(x) = -x j_n'(x)/2 \), \( \Gamma_{1,n}^{(2)}(x) = j_n(x)/(2x) - j_n'(x)/2 - x j_n''(x)/2 \), and for \( B_{3,n}^{(2)}, \Gamma_{3,n}^{(2)}, \Delta_{3,n}^{(2)} \) we replace \( j_n, j_n', j_n'' \) with \( h_n, h_n', h_n'' \), respectively. Furthermore,
\[
Y_{1,m,n}^{(4)} = Y_{1,m,n}^{(2)} + \sum_{s,n,n',m,s,n,\pm 2, n', \pm 4} \frac{E_{m,s}}{E_{m,m}} \left[ q_{m,s} B_{1,s}^{(1)}(x_0) \right] + a_{m,s}^{(0)} B_{3,s}(x_0) - \sum_{l=1}^{\infty} a_{l}^{(0)} \frac{N_{4,m,s,n}}{n(n+1) \Gamma_{1,m,n}} + \sum_{s,n,n',m,s,n,\pm 2} \frac{E_{m,s}}{E_{m,m}} \left[ d_{m,s} \Delta_{1,s}^{(2)}(x_l) + \frac{w_{m,s}}{\lambda_l} \Gamma_{1,s}(x_l) \right] \]
\[
\times \left\{ \frac{N_{4,m,s,n}}{n(n+1) \Gamma_{1,m,n}} - \sum_{s,n,n',m,s,n,\pm 2} \frac{E_{m,s}}{E_{m,m}} \left[ a_{m,s}^{(0)} B_{3,s}(x_0) \right] \right\} \]
their derivatives. Their analytical expressions are given in Appendix A of [33], where \( I_{a,m,n} \) is denoted as \( I_{1}(s,n) \), and \( I_{k,m,n} \) as \( I_{k}(s,n) \). The expressions for \( Y_{1,m,n}^{(2)} \), \( Y_{2,m,n}^{(2)} \), \( Y_{3,m,n}^{(4)} \), \( Y_{1,m,n}^{(4)} \), \( Y_{2,m,n}^{(4)} \), \( Y_{3,m,n}^{(4)} \), respectively, by making the substitutions \( q_{mn} \rightarrow \rho_{mn} \), \( a_{mn} \rightarrow b_{mn} \), \( c_{mn} \rightarrow \tau(d_{mn}) \), \( d_{mn} \rightarrow \tau(c_{mn}) \), and setting \( w_{mnl} \equiv 0 \).
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